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Abstrat. Many sienti� ommunities have expressed a growing interest in mahine learningalgorithms reently, mainly due to the generally good results they provide, ompared to traditionalstatistial or AI approahes. However, these mahine learning algorithms are often omplex toimplement and to use properly and e�iently. We thus present in this paper a new mahinelearning software library in whih most state-of-the-art algorithms have already been implementedand are available in a uni�ed framework, in order for sientists to be able to use them, omparethem, and even extend them. More interestingly, this library is freely available under a BSDliense and an be retrieved on the web by everyone.



2 IDIAP�RR 02-461 IntrodutionStatistial mahine learning algorithms [1, 14℄ an be used to onstrut systems able to learn tosolve tasks given both a set of examples of that task whih were drawn from an unknown probabilitydistribution, and with some a priori knowledge of the task. On top of providing suh algorithms,researhers in this �eld also provide means of measuring the expeted performane of suh systemswhen used on new examples drawn from the same probability distribution.Examples of suh algorithms often used by the ICASSP ommunity range from multi-layer per-eptrons and support vetor mahines to Gaussian mixture models and hidden Markov models. Theyare for instane used for signal proessing (analysis and predition), image and video proessing (fae,gesture or handwritten reognition) or speeh proessing (speeh reognition or speaker veri�ation).While many new algorithms are proposed every year in various international onferenes andjournals, it is often di�ult for sientists interested in solving a partiular task (say speeh reognition)to implement them and ompare them with their usual tools.The aim of this paper is to present Torh, a new mahine learning software library1 availableto the sienti� ommunity under a free BSD liense, and whih implements most state-of-the-artmahine learning algorithms in a uni�ed framework. The objetive is to ease the omparison betweenalgorithms, and simplify the proess of extending them or even adding new ones. The paper isorganized as follows: in the next setion, we present the main onepts of Torh; setion 3 presentsthe most popular mahine learning algorithms already available in the urrent library; setion 4ompares Torh with other available tools; this is followed by a quik onlusion.2 Main Conepts of TorhTorh has been developed using an objet-oriented paradigm and implemented in C++. In order tosimplify the modi�ation of existing algorithms or the design of new algorithms or methods, a modularstrategy was hosen through the de�nition of the following broad lasses:� DataSet: this lass handles data. Several sublasses provide ways to handle stati or dynamidata, data that an �t into memory or whih ould be aessed �on-the-�y� from disk (for verylarge data sets for example), et...� Mahine: this lass represents any blak-box that, given an (optional) input (again, either statior dynami) and some (optional) parameters, returns an output. It ould be for instane aneural network, a support vetor mahine, a hidden Markov model, et...� Trainer: this lass is used to selet an optimal set of parameters of a mahine aording to agiven riterion and a given DataSet, and test it using another (or the same) DataSet.� Measurer: objets of this lass print in di�erent �les various measures of interest. It ould befor example the lassi�ation error, the mean-squared error or the log-likelihood.Thus, the general idea of Torh is very simple: �rst the DataSet produes one or several �trainingexamples�. The Trainer gives them to the Mahine whih omputes an output, whih is used by theTrainer to tune the parameters of the Mahine. During this proess, one or more Measurer(s) anbe used to monitor the performane of the system. Note however that some mahines an only betrained by spei� trainers:� various �gradient mahines� (inluding multi-layer pereptrons) an be trained by gradient de-sent,� support vetor mahines, for lassi�ation or regression an be trained by a trainer speializedon onstrained quadrati problems,1Torh is available at http://www.torh.h.



IDIAP�RR 02-46 3� distributions (suh as Gaussian mixture models or hidden Markov models) are usually trainedusing an Expetation-Maximization (or its Viterbi approximation) trainer but an also be trainedby gradient desent.3 Examples of ommonly used mahines3.1 Gradient MahinesAn important tehnique in mahine learning was introdued by the bak-propagation (BP) algo-rithm [9℄. In fat, BP is the appliation of a simple gradient desent to omplex but derivablefuntions. A `gradient mahine� in Torh orresponds to a funtion whih an be trained by gradientdesent.More formally, suppose that we have a funtion fw(x) where x 2 Rd is an input vetor, and w 2 Rmare alled �the weights�, derivable with respet to w. Then, given a training set (xi; yi)i=1:::T (xi 2 Rdare the inputs, and yi 2 Rn are the targets), and given a ost funtion C(f(x); y), we would like tominimize TXi=1 C(fw(xi); yi)with respet to w. To ahieve this, we often use a stohasti gradient desent tehnique as suggestedin [11℄: the idea is to ompute for eah example (xi; yi) the derivative of the ost funtion with respetto w and update weights aording to the following formula:w  � w � ��C(fw(xi); yi)�wwhere the �learning rate� � 2 R is given by the user.Sine one an think of many useful kinds of gradient mahines and ost funtions, we deided toimplement them in Torh in a very modular way, following an idea proposed in [2℄: �rst, severalsimple �modules� an be plugged with eah other in order to obtain the funtion fw(x) that is needed.Moreover, several ost funtions C, an be hosen independently.Let us propose an example: suppose you want to reate a multi-layer pereptron (MLP), with onenon-linear (say a hyperboli tangent) hidden layer unit, and with one linear output. The funtionfw(x) an be written as: fw(x) = v0 + NXj=1 vj tanh uj0 + dXi=1 ujixi!where N is the number of hidden units, w = (vj ; : : : ; uij ; : : : ) are the weights, and xi is the ithoordinate of x. This MLP ould be viewed in the modular form suggested by Fig. 1. Creating this
Linear Tanh LinearFigure 1: Modular view of the funtion fw(x) = v0 +PNj=1 vj tanh(uj0 +Pdi=1 ujixi)MLP in Torh is just writing in C++ few lines desribing this simple graph. Note that reating thisMLP in Torh is like reating a new module: you an use it afterward to desribe more omplexmahines. For example, if you need to reate a mixture of experts [7℄, you just have to reate a�mixer� whih would ombine several MLP-experts and an MLP-gater, as suggested by Fig. 2.Creating omplex mahines is thus a very simple proess, espeially if you onsider the large numberof modules already available in Torh. For instane, reating a radial basis funtion neural network,
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Figure 2: Modular view of a mixture of MLPa time delay neural network (TDNN), or a onvolutional neural network (suh as LeNet [10℄) takesonly a few lines of C++ ode!Training a gradient mahine is also quite easy: eah ost funtion and eah �trainer� is a module.Just selet a ost funtion (suh as mean-squared error or maximum likelihood) and give it to a trainer(for example a stohasti gradient trainer).3.2 Support Vetor MahinesSupport Vetor Mahines (SVM), proposed in [14℄ have been applied to many lassi�ation problems,yielding good performane ompared to other algorithms [5, 12℄. For lassi�ation tasks, the deisionfuntion is of the form y = sign TXi=1 yi�iK(x; xi) + b!where x 2 Rd is the d-dimensional input vetor of a test example, y 2 f�1; 1g is a lass label, xi is theinput vetor for the ith training example, yi is its assoiated lass label, T is the number of trainingexamples, K(x; xi) is a kernel funtion and � = f�1; : : : ; �T g and b are the parameters of the model.Training an SVM onsists in �nding � that minimizes the objetive funtionQ(�) = � TXi=1 �i + 12 TXi=1 TXj=1 �i�jyiyjK(xi; xj)subjet to the onstraints: TXi=1 �iyi = 0 and 0 � �i � C:Many kernels are available in Torh, but the most used one is the Gaussian kernel:k(xi; xj) = exp ��2kxi � xjk2� ( 2 R):One again, SVMs are implemented in a modular way: SVM for regression and lassi�ation aretwo di�erent modules, and eah kernel is a module. Give them to a �quadrati onstrained� trainer andyou an train your spei� SVM. Note that the training algorithm used in Torh has been proposedin [8, 4℄, and is one of the fastest available algorithms.3.3 DistributionsA Torh distribution is an objet, suh as a Gaussian, that an, for instane, ompute the probabilityor density of a data, or the likelihood of a data set. The parameters of suh a distribution an be trainedusing various training algorithms, suh as Expetation-Maximization (EM) or Viterbi algorithms. Infat a Torh distribution is a partiular ase of a gradient mahine, and thus ould also be trained



IDIAP�RR 02-46 5with a gradient desent method to optimize any riterion, or ould also be mixed with other gradientmahines, to reate very omplex mahines. Many distributions exist in Torh, and we desribe hereonly the two most ommon ones.3.3.1 Gaussian Mixture ModelsGaussian mixture models with diagonal ovariane matries are often used in mahine learning torepresent any stati distribution. For this reason, they have of ourse been implemented in Torh.The density evaluated at an example x given suh a distribution isp(x) = NXn=1wn � N (x;�n; �n)where N (x;�n; �n) is a Gaussian with mean �n 2 Rd where d is the number of features and with �nthe diagonal of the ovariane matrix �n 2 Rd2 :N (x;�;�) = 1(2�) d2pj�j exp��12(x � �)T��1(x� �)�3.3.2 Hidden Markov ModelsHidden Markov models (HMMs) [13℄ are one of the most used tehniques to represent sequenes (suhas biologial sequenes, speeh data, or handwritten data). Basially, an HMM an model the densityp(X) of sequenes X using a fatored representation based on a set of states whih are represented byemission distributions p(xtjqt = i), and a table of transition probabilities P (qt = ijqt�1 = j), (whereqt is the state at time t and xt is the tth frame of X). HMMs are often trained by EM or its Viterbiapproximation. In Torh, both of them have been implemented, as well as gradient desent. Thisenables the user to reate HMMs with omplex distributions, suh as any kind of neural network.Moreover, several lasses have also been implemented in Torh in order to be able to solve on-neted word speeh reognition tasks. A small voabulary deoder is already available in Torh anda large voabulary deoder ompatible with Torh will also be available soon on the web site.3.4 EnsemblesBagging [3℄ and boosting [6℄ are both �ensemble� algorithms: given a �weak� learning algorithm, theytrain several models using variations of the original dataset and then ombine the obtained modelsby a weighted sum of their outputs. This kind of algorithms ould be applied on almost any mahinelearning algorithm. Therefore, in Torh, you just have to deides the algorithm you want to �bag� or�boost� and then give it to a �bagging trainer� or a �boosting trainer�.4 Comparisons With Other ToolsMost of the mahine learning algorithms implemented in Torh are often already available as stan-dalone softwares. For instane HTK is a tool used to train hidden Markov models for speeh reognitiontasks; SVMLight and SVMTorh are tools often used to train support vetor mahines; and severalpakages are easily available to train neural networks. However, to the best of our knowledge, thereare urrently no uni�ed platform that provide all these algorithms in the same e�ient programmingenvironment, letting the user easily ompare various solutions (say an MLP and an SVM) on the sameset of tasks, using the same measures of quality and tehniques suh as ross-validation or bootstrap toassess their relative performanes. Moreover, thanks to its objet oriented design, the same platforman be used to modify urrent algorithms or add new ones fairly easily.



6 IDIAP�RR 02-46In fat, several omparisons have been performed between Torh and these standalone softwaresin order to ompare (a) the preision and (b) the speed and memory requirements of the di�erentplatforms. For instane, a omparison between HTK and Torh on a speeh reognition task usingthe benhmark database Numbers95 showed similar performanes both in terms of training/deodingtime and in terms of word error rates. Also, a omparison between Torh and SVMLight, whih isa well-known pakage used to train support vetor mahines, showed similar results both in termsof performane and training time. Finally, several omparisons between Torh and various pakagesimplementing multi-layer pereptrons and gradient desent were also performed, with in general similarbut faster results obtained by Torh.5 ConlusionIn this paper, we have presented Torh, a new mahine learning software library freely availableto the sienti� ommunity, whih inludes most popular algorithms and models suh as multi-layerpereptrons, support vetor mahines, Gaussian mixture models, hidden Markov models, K nearestneighbors, Parzen windows, mixtures of experts, spatial and temporal onvolutional neural networks(suh as TDNNs and LeNet), Bagging, AdaBoost, Bayes lassi�erset. Being able to use all thesealgorithms in a simple yet uni�ed framework enables researhers to sienti�ally ompare them andeasily enhane them. We strongly believe that providing suh a platform to the ommunity shouldhelp researhers to propose and develop novel solutions more quikly. Moreover, as the platform isopen soure, these novel algorithms an be quikly integrated in new versions of Torh and beomeavailable to the whole researh ommunity.Referenes[1℄ C. Bishop. Neural Networks for Pattern Reognition. Clarendon Press, Oxford, 1995.[2℄ Léon Bottou. Une Approhe théorique de l'Apprentissage Connexionniste: Appliations à laReonnaissane de la Parole. PhD thesis, Université de Paris XI, Orsay, Frane, 1991.[3℄ Leo Breiman. Bagging preditors. Mahine Learning, 24(2):123�140, 1994.[4℄ R. Collobert and S. Bengio. SVMTorh: Support vetor mahines for large-sale regressionproblems. Journal of Mahine Learning Researh, 1:143�160, 2001.[5℄ C. Cortes and V. Vapnik. Support vetor networks. Mahine Learning, 20:273�297, 1995.[6℄ Y. Freund and R. E. Shapire. A deision-theoreti generalization of on-line learning and anappliation to boosting. In Proeedings of the Seond European Conferene on ComputationalLearning Theory, 1995.[7℄ Robert A. Jaobs, Mihael I. Jordan, Steven J. Nowlan, and Geo�rey E. Hinton. Adaptivemixtures of loal experts. Neural Computation, 3(1):79�87, 1991.[8℄ T. Joahims. Making large-sale support vetor mahine learning pratial. In B. Shölkopf,C. Burges, and A. Smola, editors, Advanes in Kernel Methods. The MIT Press, 1999.[9℄ Y. LeCun. A theoretial framework for bak-propagation. In D. Touretzky, G. Hinton, andT. Sejnowski, editors, Proeedings of the 1988 Connetionist Models Summer Shool, pages 21�28, CMU, Pittsburgh, Pa, 1988. Morgan Kaufmann.[10℄ Y. LeCun, L. Bottou, Y. Bengio, and P. Ha�ner. Gradient-based learning applied to doumentreognition. Proeedings of the IEEE, 86(11):2278�2324, November 1998.



IDIAP�RR 02-46 7[11℄ Y. LeCun, L. Bottou, G. Orr, and K. Muller. E�ient bakprop. In G. Orr and Muller K.,editors, Neural Networks: Triks of the trade. Springer, 1998.[12℄ E. Osuna, R. Freund, and F. Girosi. Training support vetor mahines: an appliation to faedetetion. In IEEE onferene on Computer Vision and Pattern Reognition, pages 130�136, SanJuan, Puerto Rio, 1997.[13℄ Laurene R. Rabiner. A tutorial on hidden markov models and seleted appliations in speehreognition. Proeedings of the IEEE, 77(2):257�286, 1989.[14℄ V. N. Vapnik. The nature of statistial learning theory. Springer, seond edition, 1995.


